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We characterize and discuss the “dearth of the author”: a problem that emerges when Al-based creativity
support tools (CSTs) allow their users to produce highly detailed output artifacts—such as lengthy written
stories, or high-resolution pieces of visual art—from very small amounts of input (e.g., brief textual prompts).
When small amounts of user input are extrapolated by a CST into a highly detailed output, the CST itself has
to make many creative decisions that would otherwise fall to the user, disrupting the usual close relationship
between input intentionality and output detail in the creative process and yielding output artifacts that contain
much more of the tool’s than the user’s creative signature. Though users of such tools are often able to
inject more intention into the output through the adoption of more sophisticated creative practices, these
high-intentionality practices tend to be more effortful than the default modes of use of Al-based CSTs, and the
use of such practices is not always immediately apparent in the output artifacts. We analyze the dearth of the
author from an information-theoretic perspective, focusing on the informational ratio between intent and
meaning in creative artifacts; examine implications of the dearth of the author, including homogenization of
creative outputs and rhetorical confusion around the “soulfulness” or “soullessness” of art produced with AI
assistance; and suggest strategies for mitigating the dearth of the author in future Al-based CSTs.
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1 INTRODUCTION

Research in the field of creativity support tools (CSTs) [Chung et al. 2021; Frich et al. 2019; Shneider-
man 2007] aims to discover how computation can best be leveraged to support human creativity.
Recent progress in generative artificial intelligence has led to the rapid introduction of a new wave
of Al-based CSTs, including both traditional user-centered tools and mixed-initiative co-creative
systems [Deterding et al. 2017; Liapis et al. 2016] that proactively intervene in the creative process.
Existing Al-based CSTs target creative domains ranging from visual art [Chang et al. 2023] and
writing [Lee et al. 2024] to music [Louie et al. 2022] and videogame design [Anjum et al. 2024],
and tools targeting additional creative tasks and domains are now being introduced on a regular
basis. Many of these tools are based on large pretrained generative models, particularly transformer
language models [Vaswani et al. 2017] and diffusion image models [Ho et al. 2020]; the most widely
deployed user interfaces for these models ask the user to supply a short textual prompt, which is
then used to guide the generation of one or more new artifacts.

Although Al-based CSTs!, especially those driven by prompting, have rapidly become very
popular, some researchers and tool designers have begun to question some aspects of how these
tools aim to support creativity. In particular, many researchers have expressed concerns [Buschek
et al. 2021; Epstein et al. 2023; Hancock et al. 2020; Levent and Shroff 2023] about potential
homogenization effects [Anderson et al. 2024] that these tools may exert on the creative output of
their users, and a range of studies have found some degree of evidence for increased homogeneity
of human creative output stemming from the use of Al-based CSTs in the creative process [Arnold
et al. 2020; Doshi and Hauser 2023; Jakesch et al. 2023; Padmakumar and He 2023]. Given that

INote that we do not aim to characterize generative Al models as CSTs in a universal sense, only when the outputs of
these models are incorporated into human practices—such as art and design—that are traditionally deemed “creative”.
This characterization is broadly in line with the “normative ground” established by popular interfaces to these models [Li
et al. 2023], which are often marketed as supporting user creativity: see, e.g., OpenAI’s characterization of DALL-E 2 as
“empower[ing] people to express themselves creatively” [OpenAl 2022].
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“snarling bedraggled
black cat pirate lording it over
a crew of terrified mice”

“cute fluffy orange cat pirate
sipping grog on a beach,
red-leafed palm trees
all around”

“gray-armored cat pirate
peeking through the porthole
of a large black submarine,
wielding a modern rifle”

Fig. 1. An illustration of how great an effect a more detailed prompt can have on the informational content
of a large pretrained generative model’s output. On the left are four example outputs from a diffusion image
model prompted with the phrase “cat pirate”, while on the right are three alternative, more precisely specified
takes on the cat pirate concept. The underspecified cat pirates on the left reflect almost exclusively the
generator’s learned stereotypes of “a typical cat” and “a typical pirate”, and little information can be gleaned
from these images besides the concept of “a cat who is a pirate”. The slightly more constrained cat pirates on
the right are much more obviously evocative of distinctive settings and stories.

definitions of creativity often include originality [Torrance 1966] or novelty [Boden 2004] as one of
creativity’s key facets, it has become important to understand the mechanism by which Al-based
CSTs can sometimes apparently undermine the originality of their users—and how these threats to
originality can be mitigated or reversed.

In this article, we characterize and discuss the effects of Al-based CSTs on originality via an
examination of the “dearth of the author”: a problem that emerges when CSTs allow their users to
produce highly detailed output artifacts—such as lengthy written stories, or high-resolution pieces
of visual art—from very small amounts of input (e.g., brief textual prompts) [Kreminski 2024b].
When small amounts of user input are extrapolated by a CST into a highly detailed output, the
CST itself has to make many creative decisions that would otherwise fall to the user, disrupting the
usual close relationship between input intentionality and output detail in the creative process and
yielding output artifacts that contain much more of the tool’s than the user’s creative signature. This
phenomenon, we argue, is best understood via an information-theoretic perspective, which can also
be used to relate the dearth of the author to well-known difficulties with classical generative methods.
The information-theoretic perspective further allows us to suggest several distinct approaches to
the mitigation or reversal of the dearth—one of which in particular (“lensing the imagination”)
stands out as especially promising for its simultaneous ability to increase the output diversity of
Al-supported creative processes while also preserving or increasing user control.

It should be noted that scholarship in the humanities over the last several decades has done much
to complicate and broaden traditional views of authorship. In particular, Barthes’s original coinage
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of the “death of the author” [Barthes 1968] was meant to frame a rhetorical move away from the
centering of authorial intent in the interpretation of texts. This decentering of authorship has aligned
well with post-humanist attempts to characterize creativity as emergent or ecological [Harris and
Holman Jones 2022], as well as practices in generative art [Galanter 2016; Ugander and Epstein
2024], computational fabrication [Albaugh et al. 2020; Twigg-Smith et al. 2021], and computational
poetry [Kreminski 2024a] that lean into the aleatoric or beneficially unpredictable nature of creative
machines. Nevertheless, the expressive or communicative dimension of creative work remains
important to at least some creators and at least some audiences—and for these people, the dearth
of the author represents a weakness of the typical outputs of many modern human-operated
generative Al systems. The nature of this weakness is what we attempt to explain.

2 THE DEARTH OF THE AUTHOR

What'’s the point of creating art? Sometimes we create to learn, or create to think, or create for
solitary enjoyment—but when the creative process results in an artifact that’s meant to be shared
with and interpreted by others, what is this artifact for? In this article, we take the view that in most
cases, an artistic artifact is meant primarily to convey its author’s expressive intent: to communicate
information, invoke feelings, or otherwise express to the audience a set of ideas and sentiments that
the creator intends to share. Indeed, this assumption forms the basis of the expressive communication
framework [Louie et al. 2022] that has been used to evaluate Al-based CSTs in the past.

Although the word “intent” is sometimes used narrowly to mean an explicitly articulable intent
that is fully known to the artist, originates fully within the artist, and fully precedes the creation of
a particular artistic work, we use the term more broadly here: namely, to refer to the sometimes-
ambiguous and gradually evolving cloud of mental and emotional factors that lead an artist to
create a particular artifact and accept it as worthy of presentation to an audience. Among other
things, this cloud of factors includes the vague and inarticulable early-stage creative impulse
that Arieti refers to as the “endocept” [Arieti 1976]. In adopting this broad view of intent, we
attempt to establish a significant point of commonality between several different fields of creative
endeavor currently addressed by generative models (particularly creative writing and visual art,
the two most directly impacted fields at the time of this writing) while also acknowledging that
the human factors leading to expressive creation can be characterized very differently by different
artists and theorists. Even a broad view of intent cannot cover every possible perspective on
artistic motivation, and there is of course no guarantee that intent is successfully carried through
to the audience—some have famously gone so far as to argue that authorial intent is ultimately
irrelevant to the audience’s artistic experience—but we nevertheless hold that an understanding of
the communicative dimension of art is necessary for making sense of tool impacts on the socially
embedded facets of the creative process.

The creative process can thus be viewed as a process of decision-making by the author. Consider
writing: authors of fiction must decide on character names and personalities and appearances, on
details of setting and background, on the balance between action and introspection, on moment-to-
moment emotional tone; authors of argumentative essays must decide on the points they want
to argue, on the evidence they want to use in support of each point, on the order in which to
introduce this evidence; authors in general must decide on what words they want to use in what
places to get their ideas across. A piece of writing that contains fifteen hundred words can be
thought of as the result of at least fifteen hundred decisions: perhaps a bit fewer when some of
these words are “forced choices” that could not be exchanged for another due to rules of grammar,
but usually many more due to the need for decisions beyond simple word choices in composing
any useful or interesting piece. In fact, the very choice of writing medium, form, or language can
be taken as reflective of expressive intent, even as these choices condition what can be written
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and how. Much as musicians choose instruments in part for their characteristic “voice” [Tanaka
2006], writers have been known to work with typewriters over computers to avoid easy revision of
their output [McDonell and Brinkley 2000] or write in a new language to distance themselves from
expectations [Shapiro 2016] as a means of deliberately conditioning their own writing.

Historically, an author could not compose a substantive piece of writing without making the vast
majority of these decisions directly.? Thus the whole of every piece of writing could be taken as
reflecting its author’s intent: the relationship between the length of a written piece and the number
of decisions that its author had to make was relatively fixed, and an author could not lengthen a
piece of writing without deciding what specific words to add.

But we suddenly find that this is no longer the case. In particular, when authors use Al-based
CSTs to expand a small amount of input text (such as a one-sentence instruction) to a large amount
of output text (such as a complete written story or essay), they delegate many of the creative
decisions involved in producing the larger output to the CST—resulting in a piece of writing with
an unusually low ratio of human decision-making to output length. In other words, the expressive
intent of the author is underspecified relative to the amount of text that is generated, and the
resulting piece of writing is unusually sparse in terms of expressive intent per word.

We refer to this unusual situation as the dearth of the author: the naively Al-augmented
author is not absent or dead, but their intent is stretched so thinly over their writing that they
may feel barely present. In lieu of authorial intent, creative decisions are made by the CST to
which the author has delegated portions of the writing process; simple LLM-based CSTs like
ChatGPT make these decisions by approximating highly probable choices that a certain set of
raters might also score well [Ouyang et al. 2022], while other CSTs lean on knowledge encoded in
handcrafted rulesets [Kreminski et al. 2022a], in large human-constructed databases of common-
sense knowledge [Gero and Chilton 2019], or in more specialized corpuses of text [Mirowski
et al. 2023]. Across the full range of Al-based CSTs for writing [Lee et al. 2024], the greater the
discrepancy between the size of a minimum viable user input and the size of the output piece of
writing, the more the naive user’s results tend to exhibit the dearth.

The same analysis applies just as well to other creative domains—including visual art, music,
and a growing number of others—in which Al-based CSTs can be used to produce large outputs
from comparably small user inputs. In visual art, for instance, the assumption of a one-to-one
relationship between marks made on the canvas and authorial decisions—already disrupted in
the 19th century and onward by the introduction of photography as an alternative to manual
mark-making techniques of image production [Sontag 1977]—has been further unsettled by the
widespread use of generative models to summon “paintings” that appear to consist of thousands
of brushstrokes by means of prompts containing only a handful of words. Moreover, although
Al-based CSTs based on large pretrained generative models have only emerged within the last few
years, the perceived homogeneity of computer-generated expressive artifacts substantially predates
the introduction of these models, suggesting that the dearth of the author may originate from
something more fundamental than the particularities of recently introduced technologies. To fully
characterize the dearth of the author, we argue that it is necessary to take an information-theoretic
view of the computational generation of expressive artifacts in general.

2Though some words might be drawn verbatim from quotations, and in rare cases some might be chosen via mechanistic,
aleatoric, or automatic writing processes, such as those adopted by the Oulipo movement [Montfort and Wardrip-Fruin
2003].
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3 INFORMATION AND OATMEAL

The joys and pains of computationally supported creative expression have been discovered and
rediscovered over the last several decades by many different communities of research and practice.
One of these communities—the procedural content generation (PCG) research community [Shaker
et al. 2016]—has a well-established name for the problem of perceived homogeneity in computer-
generated artifacts: the “10,000 bowls of oatmeal” problem [Compton 2016], often referred to simply
as the oatmeal problem. Suppose, the metaphor goes, we’ve created a computational generator that
outputs bowls of oatmeal. By minutely varying the position and orientation of individual oats,
we can trivially create an effectively infinite number of mathematically distinct bowls of oatmeal.
But to a human observer, these bowls will not appear to be meaningfully, perceptually distinct:
the human brain can quickly see through a vast number of minor, inconsequential variations to
recognize and dismiss the generator’s entire expressive range [Smith and Whitehead 2010] (the sum
total of its possible outputs, both realized and unrealized) as “just a lot of oatmeal”.

A central challenge for PCG research, then, is to somehow forestall, delay, or work around the
perceptual collapse [Kreminski 2023a] that stems from the audience’s recognition of a generator’s
fundamentally unchanging output patterns. In light of this challenge, PCG researchers and prac-
titioners have proposed a wide variety of experience design solutions to the limited perceptual
novelty of generated artifacts. Some researchers have called for a shift toward “orchard” or “forest”
presentations of generator outputs; in the orchard mode, the goal of generation is not to generate
individually distinctive-feeling artifacts, but to generate sets of artifacts that somehow aesthetically
resonate with one another, while in the forest mode, the goal is to generate a gestalt background
against which other sources of perceptual novelty (such as hand-crafted “landmarks”) can be juxta-
posed [Karth 2019]. Others have suggested presenting each audience member with only a single or
very small number of generated artifacts, instead of allowing them to continue requesting more
artifacts forever [Kreminski et al. 2018]. Still others have created experiences in which audience
members interactively search through a space of possible generated artifacts in a casually creative
manner [Compton and Mateas 2015; Petrovskaya et al. 2020], for instance by moving around within
a rule-based generator’s parameter space [Colton et al. 2018; Kreminski et al. 2020] or a data-driven
generator’s latent space [Epstein et al. 2020] to locate artifacts of interest and perhaps curate these
artifacts for presentation to others somewhere down the line.

All of these strategies operate by changing the presentation—what computational creativity
researchers would call the framing [Charnley et al. 2012; Cook et al. 2019]—of generated artifacts.
But what interventions might be possible at the generator level to increase the distinctiveness
of outputs? Suppose we attempt to expand the maximum possible output complexity K*(G) of a
generator G, allowing the generator to produce more complex artifacts. Rabii and Cook [Rabii and
Cook 2023] show that there exists a mathematical relationship between the size of the generator’s
possibility space, log, (#7(G)); the length of the generator’s source code, |G|; and the Kolmogorov
complexity of the most complex artifact that G is able to produce, K*(G). Kolmogorov complexity
refers to the length of the shortest program that is capable of producing a particular output—with
the intuition being that informationally simple outputs can be described very compactly, whereas
informationally complex outputs must be described in correspondingly more complex ways to
capture their intricacies in full. Especially complex outputs are often most compactly modeled by a
program that simply states a verbatim string to print: a trivial, inflexible “generator” that can only
produce one artifact in particular. Meanwhile, a compact generator that can produce a large number
of possible outputs through mere random combination of values may nevertheless lack sufficient
potential output complexity to yield artifacts that humans find perceptually interesting, especially
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after they have already begun to detect the similarities between a number of other outputs drawn
from the same distribution.

This relationship helps to explain the origins of oatmeal, or perceptually similar artifacts in a
generator’s possibility space. A linear increase to K*(G) that is not accompanied by any increase
to |G| results in an exponential expansion of 7(G), essentially reducing the density of highly
distinctive artifacts within the generator’s possibility space—such that the majority of artifacts
produced by G end up bearing substantial similarities to one another. Increasing |G| (i.e., the
size of the generator itself) tends to be expensive, because it involves the encoding of additional
knowledge into the generator; but a generator whose maximum output complexity is scaled up
without additional knowledge encoding taking place is doomed to decreased perceptual output
diversity. This observation has been referred to as the “limited free breakfast” theorem [Kreminski
2023b]: “You can have free breakfast if you want, but it’s going to be oatmeal”

4 THE DEARTH OF THE AUTHOR IS A DEARTH OF INFORMATION

Information-theoretically, the dearth of the author stems from essentially the same place as the
oatmeal problem. Although Rabii and Cook focus predominantly on hand-programmed generators
in their characterization of the oatmeal problem, the information-theoretic structure of their
argument permits generalization to any generative system which functions by applying a finite
range of possible transformations to a finite space of possible inputs—regardless of whether the logic
by which these transformations are applied was hand-programmed (as in traditional procedural
content generation) or learned from training data (as in procedural content generation via machine
learning [Summerville et al. 2018]).

To characterize a modern pretrained generative model that accepts a text prompt as input and
yields an output artifact, the formal definition of a generator G in Rabii and Cook’s treatment of
the oatmeal problem can be broken into two parts, both representable as bitstrings:

(1) The model m: a large pretrained generative model. This represents, essentially, a compressed
corpus of patterns discovered in the sum of the model’s training data.

(2) The input i: a user’s prompt. This represents, essentially, the only variable portion of the
logic that is used to sample from the model.

Under this bipartite division of the generator, the relationship described by Rabii and Cook between
total generator size, possibility space size, and complexity of the generator’s most intricate possible
output artifact can again be found to obtain.? If the model m is treated as a black box that cannot
be extended at sampling time (as is generally the case in present-day usage scenarios), the amount
of information contained in the prompt i directly maps to the Kolmogorov complexity of the most
complex artifact that the whole generative system G can produce. To increase K*(G), one must
either expand the prompt, expand the model, or expand the logic used to post-process the model’s
output—in the latter case redefining the generative system more broadly to include not just the
internal generative model but also any other computation performed after the model yields a result.

As a result, when multiple different users of the same large pretrained model supply the model
with similar short prompts, the outputs that they receive are limited in how much they can possibly
differ from one another. Only the information taken from the prompt itself and the information
given by the random seed (when some degree of stochasticity is used in sampling) are permitted to

3Stochasticity in the sampling process—as is typically present in both transformer language models (modulated by the
temperature parameter) and in text-to-image diffusion models—can be characterized by the addition of a few more bits
of information to the input, representing the seed used to initialize random number generation. Because the amount of
information drawn from this seed is comparable from one generation to the next with the same model and sampling
procedure, this has negligible net influence on the overall analysis. Stochasticity driven by a seed is characterized the same
way in Rabii and Cook’s analysis.
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vary from one run of the model to the next; any other information contained in the model output
must be drawn from the fixed information contained in the model itself. Thus, the greater the ratio
of output size to input size, the greater the expected perceptual similarity between different model
outputs. When a short prompt like “write me a story about a cat pirate” is expanded to a story
containing hundreds or thousands of words, the vast majority of words in the output story must be
conditioned primarily on the information contained in the model (which is fixed and unchanging),
rather than on the information contained in the input—which is obviously insufficient to precisely
specify a meaningful cat pirate story, relative to the model’s typical output, from an expressive
perspective (Fig. 1). The end result is perceptual homogeneity [Begus 2023]: stories produced by
the same language model from short prompts share similar structures, characters, tropes, and so
on, because short inputs do not provide the model with sufficient extra conditioning information
to yield creative decisions outside the defaults defined by model training data.

5 IMPLICATIONS OF THE DEARTH

Despite its simplicity, the dearth of the author helps to explain many of the disparate anxieties and
difficulties around Al-based CSTs. We briefly discuss a few of its implications here.

Homogenization of creative output. Several recent studies of Al-based CSTs have found either
direct [Anderson et al. 2024; Arnold et al. 2020; Doshi and Hauser 2023; Padmakumar and He 2023]
or indirect [Bhat et al. 2023; Jakesch et al. 2023] evidence that these tools can exert a homogenizing
effect on the creative outputs produced by different users: in other words, different users of the same
CST may produce more similar outputs than they would without the CST. Homogenization effects
can be explained by authors’ delegation of creative decision-making to a tool that makes similar
creative decisions in similar usage scenarios, with greater degrees of homogenization resulting
from tools that make a greater proportion of creative decisions directly.

Limited feelings of ownership. Recent studies have also found that users of Al-based CSTs for
writing tend to experience a limited sense of ownership of or responsibility for the outputs of their
interaction with the CST [Draxler et al. 2024; Lee et al. 2022]. This is similarly explained by the
delegation of creative decisions to the CST: delegating a greater proportion of creative decisions to
the CST seems likely to result in a commensurately lower feeling of ownership toward the resulting
text, as seen both in Draxler et al. [Draxler et al. 2024] and in the stronger sense of ownership
reported by users of a narrower CST [Kreminski et al. 2022a].

Rhetorical confusion. The typical outputs of Al-supported creative processes are often referred
to as “soulless”. Simultaneously, users who build highly intentful creative processes around Al-based
CSTs—sometimes considering and discarding many dozens of Al outputs before accepting one as
complete [Chang et al. 2023] (Fig. 2)—are perplexed by these assertions. The dearth of the author
helps explain both phenomena. The term “soullessness” reflects the sparseness of intent in the
outputs that are easiest to create with many Al-based tools, and that therefore dominate most
non-enthusiasts’ impressions; meanwhile, the high-intent nature of some Al artists’ processes may
not be immediately apparent to onlookers, because Al tools permit the creation of comparably
sized outputs from much smaller specifications of intent.

Greater impacts on inexperienced creators. Experienced writers (for instance) tend to have
an ear for evocative language and a strong aversion to cliché, both of which are components of a
sophisticated sense of taste built up over many years of paying close attention to language. These
writers are readily able to identify problems in Al-generated text [Chakrabarty et al. 2023], and
are often unwilling to simply accept creative decisions made by the machine when these decisions
conflict with their own sensibilities [Mirowski et al. 2023]. Novice writers, on the other hand, may
tend to treat the machine as a creative authority [Anderson et al. 2024] and delegate a greater
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Fig. 2. An image quilt of the many generations and regenerations involved in producing a single final output
image (shown enlarged at the bottom right) via an Al-based CST built around a diffusion image model. A
large amount of user-controlled information has been brought into the creative process over the course of
many rerolls and adjustments, but each image produced along the way is similar in scale to the final output,
making it difficult to determine from output size alone how much more authorial intent went into the final
image than into the first image generated. A better suite of tools for the specification of expressive intent
could enable the generation of a similar final output image with fewer total regenerations, illustrating the
importance of tool design to preserving detailed authorial intent in Al-based CSTs. [St. Pierre 2024]

proportion of their creative decisions—a form of algorithmic loafing [Inuwa-Dutse et al. 2023] that
is likely to result in a stronger sense of authorial absence.

6 RESPONSES TO THE DEARTH

Fundamentally, the dearth of the author follows naturally from the fact that current generative
models will tend to produce similar outputs in response to similar inputs, even when those inputs
come from different users. Interventions in response to the dearth of the author, then, can come
in three broad flavors: changing the generative models themselves; changing how we use their
outputs; and changing the inputs that we feed into them.
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6.1 Changing the Models

6.1.1 ..by training new models. Helena Sarin, a notable and frequently cited Al artist [Browne
2022; Hertzmann 2019], has been training generative models (particularly generative adversarial
networks) on her own photography and hand-drawn artwork—explicitly as a means of avoiding
the homogenous appearance of outputs from pretrained models—for nearly as long as modern
generative Al architectures have existed [Bailey and Sarin 2018]. Given present tools, this approach
to maintaining originality is relatively demanding: most artists do not possess the technical skills
needed to train models from scratch on their own data, and even the assembly of a sufficiently large
and diverse corpus of data to be useful in training a custom model may be both time-consuming
and technically difficult, since even determining what data might make for a “good” model tends to
require some degree of understanding of machine learning principles. Nevertheless, this approach
can be quite powerful if pursued: an artist who follows it can essentially redefine their own creative
process to include the process of training a characterful generative model, allowing expressive
intent to re-enter the process “upstream” of the model usage phase.

As suggested in one discussion of Sarin’s work [Bailey and Sarin 2018], another means by which
artists can avoid tool-imposed homogeneity is to make use of relatively unknown generative models
that impart a different grain onto their outputs, rather than adopting a model that is already widely
used. However, this is easier said than done—in part because new models that are sufficiently
powerful and general to produce a range of coherent outputs are not created often, and in part
because the new architectures that power some novel models are often initially unapproachable to
artists. It is not until new models are wrapped up in widely usable products that most artists tend
to be able to access them, and as soon as a “fresh” model is productized, it is likely to be adopted by
many users at once, resulting in a rapid exhaustion of its freshness.

Can the process of model training itself be made more approachable? Wekinator [Fiebrink et al.
2009] represents an early approach in this direction: by giving musicians tools that they can use to
train machine learning models on bespoke input data without deep ML-specific technical skills, the
Wekinator framework acts as a “meta-instrument” for the construction of new musical instruments
that are driven by a very wide range of different inputs. However, a Wekinator-like toolkit to support
the training of new generative models has not yet appeared as far as we are aware. In addition, it
may not be possible to create such a toolkit for the types of large pretrained generative models that
have received the most attention in recent years: the transformer and diffusion architectures on
which these models are based require many orders of magnitude more data and computation to
train than older architectures, placing the training of such models “from scratch” out of reach for
the vast majority of potential users.

One alternative to from-scratch training involves the adaptation of large pretrained models to a
more specific task using a much smaller amount of data and computation, using parameter-efficient
fine-tuning methods [Mangrulkar et al. 2022] such as low-rank adaptation [Hu et al. 2021]. However,
the outputs of fine-tuned models are still shaped substantially by the unadapted informational
content of the original pretrained model on which the fine-tuned model is based, and the process
of fine-tuning itself requires a greater degree of technical know-how and infrastructure than direct
use of an approachable CST built around a fully pretrained model.

Broadly speaking, introducing new generative models and incorporating them into creative
workflows can help to address the dearth of the author, especially if artists themselves are directly
equipped to train new models on their own specialized datasets via approachable tools. However,
the broad adoption of this approach faces many difficulties. Neural networks trained on similar
datasets tend to converge [Li et al. 2015], so developing Al-based CSTs around a wider range of
large pretrained generative models may not yield much improvement in outcome diversity if the
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underlying models are all trained on similar data. The increasingly widespread use of synthetic
data to train new models results in additional convergence [Shumailov et al. 2023], further limiting
the utility of simply switching which pretrained model is used as a foundation for CST design.
Furthermore, training new models from scratch, especially using the currently most popular
architectures, is substantially costly, requiring large amounts of infrastructure and specialized
knowledge. For all of these reasons, the introduction of new models may remain of limited utility
in mitigating the dearth of the author for the foreseeable future.

6.1.2 ..by sampling or fine-tuning for increased output diversity in general. If the creation of new
models from scratch is generally too costly or difficult to pursue as a strategy for improving Al-based
CSTs, can we simply adjust how we sample from existing pretrained generative models to improve
the diversity of their outputs? A number of approaches in this family have shown promise, including
diverse decoding [Ippolito et al. 2019; See et al. 2019], quality-diversity approaches [Bradley et al.
2023], and even finetuning existing models to force the generation of diffuse distributions [Zhang
et al. 2024] in contexts where a greater degree of output unpredictability is desired. A finetuning
approach in particular may essentially allow for the restoration of output diversity that seems
to be lost in the process of finetuning a large language model to respond appropriately to user
instructions [Padmakumar and He 2023].

Information-theoretically, however, these approaches seem to share a common limitation: they
add diversity to model outputs by drawing on random components of model input (i.e., the seed used
for random number generation) rather than on user-supplied components of model input (i.e., the
prompt), and therefore may reduce user control over creative outcomes. Though diversity derived
from randomness may prove useful for getting users out of creative ruts and providing inspiration,
especially early in the creative process, it has yet to be evaluated whether randomness-derived
approaches to improving model output diversity are beneficial to human creativity overall.

6.2 Changing the Use of Model Output

6.2.1 ..at the user level. When designing an Al-based CST that wraps a generative model with a
user interface, it is easy to fall into the trap of assuming that the model’s output must constitute
the final output of the creative process: i.e., that model outputs may be curated by tool users,
but not further modified or acted on by users before they are passed along to a user’s audience
directly. However, different Al-based CSTs for writing (for instance) vary widely in the nature of
their output and their ability to make a large proportion of the decisions involved in writing on
the user’s behalf. When the outputs of a CST take the form of “sparks” [Gero et al. 2022], plot
outlines [Kreminski et al. 2022a], questions [Kreminski and Chung 2024], or feedback [Kim et al.
2024; Stark et al. 2023] rather than output-ready prose, the user cannot as easily delegate creative
decisions about the integration of these elements into a complete piece of writing—leaving open
a space of underdetermination [Albaugh et al. 2020], or perhaps even creative struggle [Zhou and
Sterman 2023], into which expressive intent must flow.

It has recently been suggested that the willingness of users to accept model outputs as author-
itative or final is influenced both by user perception of Al systems as giving “correct answers”
and by the extent to which model outputs resemble the target form of final output in a given
creative context [Anderson et al. 2024]. Both of these factors suggest that, even when Al models
are used to generate output in the target form of the overall creative process, it may be useful for
CSTs wrapping these models to deliberately supply users with model outputs that contain obvious
holes, errors, or points of incompleteness. These minor issues may increase the inferential distance
between model outputs and pieces of a finished creative artifact, thereby adding friction to the
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direct or verbatim use of model outputs and leading users to interleave some of their own otherwise
unexpressed creative intent into material output by the model during the process of repair.

6.2.2 ..at the tool level Beyond requesting and framing model outputs for users to interpret or
use as something other than final components of creative output, model outputs can also be used
to trigger additional algorithmic processes, which are then used to supplement model outputs or
adapt them into a different form prior to the output being displayed to tool users. For instance, a
language model that has been trained to emit a control script for some sort of “agent” apparatus—
one that permits the querying of external information sources or the execution of model-generated
code—may be able to supplement its own outputs with information from these external sources,
perhaps using a web API to supplement its own text suggestions with appropriately constrained
random information when needed or a CST-provided API function to apply a particular filter to a
generated image before displaying the image to the user. These tool-level adaptations of model
output essentially extend the full generative pipeline of the CST beyond the model itself, and use
the extra pipeline stages to inject additional information into the creative process; some of these
adaptations also bleed into alterations of model inputs on subsequent invocations of the model,
which are discussed further in the section below.

6.3 Changing Model Inputs

6.3.1 ..by injecting chaos from another source. If the outputs of an Al-based CST are intended to
provide the tool’s user with inspiration or raw material, it may be valuable for these outputs to be
more diverse than model output conditioned on the user’s input alone. Especially early on in the
creative process when the user has likely not provided very much information that can be used
to steer the model’s generation, improved model output diversity may be most readily achievable
through the supplementation of the user’s input with information from an outside random or
chaotic source: for instance by randomly selecting several keywords from a large vocabulary and
supplying these to the model alongside the user’s prompt.

As with boosting model output diversity via diverse decoding and related randomness-driven
techniques that are applied inside the model’s black box (Section 6.1.2), there are many potential
pitfalls associated with chaos injection at the input level. Most importantly, the supplementation of
user-controlled input with random input (i.e., input that is not under the user’s control) changes the
ratio of user-supplied to non-user-supplied information flowing through the whole creative process,
decreasing the extent to which the user is in control of model outputs. If outside information is
injected invisibly, the user may struggle to reproduce desirable results or avoid undesirable results
on future runs of the model, because they are not directly privy to the input adjustments that are
leading to these results; making the injection of outside information user-visible, however, will
likely lead to increased user interface complexity and a steeper learning curve.

Additionally, if a traditional generative method (such as a generative grammar [Compton et al.
2015], planning domain [Cardona-Rivera et al. 2024], or answer set program [Smith and Mateas
2011]) is used to inject more structured random output into the model—either to give the user greater
control over the random information injected, to ensure that random information is combined
coherently, or both—all the difficulties associated with the selected generative method are now also
brought into play at the tool design level. In particular, these methods tend to require substantial
authoring effort [Jones 2023] and lack the easy adaptability to arbitrary creative domains that
characterizes more recently introduced generative methods [Yao et al. 2019]. These difficulties have
so far hindered the adoption of neurosymbolic approaches to user-controllable output diversification
of large pretrained generative models.
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6.3.2 ..by exploring possibility space. From the perspective of a user of a widely adopted Al-based
CST, one approach to differentiating one’s own output from the output achieved by other users
of the same tool is to reframe the creative process as one of exploring the tool’s input and output
space in search of distinguishable and otherwise undiscovered oddities. This possibility space
exploration approach is similar to the framing of creativity as curation adopted by many casual
creator tools [Compton and Mateas 2015; Petrovskaya et al. 2020], particularly those that explicitly
provide users with a means of rapidly adjusting parameter values in an explicitly defined parameter
space [Colton et al. 2018; Kreminski et al. 2020] or a learned latent space [Epstein et al. 2020].
Searching for unusual (but short) inputs that led to unusual outputs represented an especially
common approach for early “prompt artist” users of text-to-image models, who sometimes framed
this process in terms of discovering and exploiting model glitches [Caramiaux and Fdili Alaoui
2022; Chang et al. 2023]; some of these artists tended to view the textual prompt as part of the
output artifact (along with the image or images generated in response to this prompt) [Chang et al.
2023], while others hoarded unusual prompts to keep others from discovering and exploiting the
remaining relatively unexplored corners of latent space.

Creative differentiation achieved through a possibility space exploration approach alone is often
fragile. Changes to a particular Al-based CST’s underlying generative model can wipe out glitches
and artifacts that once led to reliably unusual outputs, while widespread discovery of a simple
prompting trick can lead to outputs from the corresponding corner of latent space rapidly becoming
much more prevalent (sometimes even to the point of becoming “overplayed”). In addition, an
artistic practice that relies heavily on the discovery of new material characteristics of a particular
generative model may not allow for the expression of a wide variety of different sentiments, ideas, or
other aspects of communicative intent; the resulting artifacts may more closely resemble conceptual
than traditionally expressive art [Karth and Compton 2023]. Ultimately, this approach to making
art with generative models attempts to lean into the fact that the model outputs yielded by short
prompts are necessarily conditioned primarily on the information contained within the model
itself; thus, the results tend to be “about the model” more than they are about the user’s creative
goals independent of the model.

6.3.3 ..by inferring user intent automatically. Getting users of Al-based CSTs to specify their
expressive intent more precisely is difficult, for a wide variety of reasons that we discuss further in
the following section (Section 7). However, informationally diluting user-controlled inputs with
non-user-controlled inputs (as proposed in several sections above) tends to reduce the extent
to which model output is reflective of user intent, thereby reinforcing the dearth of the author.
Can we instead make use of user modeling or personalization techniques to automatically infer a
user’s expressive intent from their actions, then append this inferred intent to model inputs as an
additional facet of (implicitly) user-controlled input?

Although the automatic inference of expressive intent from user actions may be useful for
steering model outputs, there is a need to evaluate whether the personalization paradox [Ontanon
and Zhu 2021] is generally strong enough to substantially inhibit the application of these techniques
in creative contexts. Particular caution should be taken around the potential of creating a self-
reinforcing loop of inferred and intended user preference: if information that is inferred about
the user’s intent is then immediately used to steer the outputs of the generative model, it seems
likely that early identifications of user preference may end up increasing user fixation [Alipour
et al. 2018; Crilly 2019; Jansson and Smith 1991; Purcell and Gero 1996] on unexpected aspects of
inferred intent, whether or not these aspects were actually present in the user’s head as part of
their expressive intent to begin with. Furthermore, especially early in the creative process, when
user intent tends to be weakest and least well-defined, personalization attempts may be especially
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prone to displacing these initial sparks of intent, potentially replacing them with an inferred intent
that a particular CST or user-modeling approach is especially prone to inferring—thereby once
again reinforcing the dearth of the author. More research is needed to probe user susceptibility to
these potential effects.

6.3.4 ..by lensing the imagination. Given the limitations of other approaches to mitigating the
dearth of the author, one major approach remains to be discussed: getting the users of Al-based
CSTs to increase the specificity of their input—without influencing their ideational process too
strongly toward tool- or model-favored parts of idea-space along the way. This approach, which
we refer to as “lensing the imagination”, can perhaps best be understood metaphorically: if the
ideal source of originality in the creative process is a human artist’s explicit expressive intent, and
this intent initially tends to arise within users in a vague and poorly defined form, the role that an
Al-based CST must fulfill is that of a focusing and clarifying lens. An ideal CST in this framing
is one that helps users to magnify and sharpen the initially ill-defined spark of intent without
displacing it or snuffing it out.

Let’s briefly return to the example of our cat pirates (Fig. 1). If the user of a basic Al-based
CST for writing approaches the creative process with only the explicit knowledge that they want
to tell a story about cat pirates, and they directly instruct the generative model within the CST
to fulfill this briefly specified intent, they will immediately be confronted with the same kind of
cat pirate story as every other user who makes a similar request: one in which the vast majority
of the story’s informational content reflects information drawn from the model itself, not from
the user. If the user then accepts this story as complete, or substantially modifies their intent
toward the details already contained in the first generated story before re-prompting the model
for another story, the majority of whatever they really wanted to express will be displaced. But if
the user is immediately confronted with a wide variety of different cat breeds they must choose
between, or a question about what cat pirates mean to them thematically (violent oppressors of
press-ganged mice? cute and cuddly residents of a sheltered tropical island? cunning raiders of
heavily defended but resource-rich human installations?), further information may be drawn out
of the user about their true artistic or expressive goals. Repetition of similar interactions, if they
are carefully structured, may eventually draw enough intent out of the user that the final output
artifacts of the creative process reflect predominantly information provided by the user and not the
model—resulting in a neutralization, or even a reversal, of the dearth of the author.

7 FROM DEARTH TO ABUNDANCE

The dearth of the author arises when the ratio of authorial intent to output artifact size is small.
Al-based CSTs that make creative decisions on the author’s behalf tend to decrease this ratio.
But Al-based CSTs can also increase this ratio by leading the author to make a greater number of
meaningful creative decisions per unit of output produced, drawing out unexpressed elements of the
author’s intent and provoking them to refine this intent further. CSTs that do this well enough may
even bring about an unexpected alternative condition: an abundance of the author, in which
every word of a piece of writing (for instance) has been considered more carefully and from more
different angles than the author could otherwise manage or afford.

One way to frame the task of lensing the imagination is through the recharacterization of
Al-based CST design as designing for intent elicitation [Kreminski and Chung 2024]. Kreminski
and Chung argue that user intent in creative processes is essentially always co-constructed with
the materials of a particular “design situation” [Schoén 1983], and that intent is therefore not just
underexpressed by users early in the creative process (i.e., specified less completely in the user’s
input to the tool than in the user’s head) but also uncertain (i.e., largely unspecified in the user’s
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head, because they have not yet had a chance to discover completely what they want). Furthermore,
because user actions are often constrained to some extent by fixation, attempts at inferring user
intent from actions may often fail to capture important features of the true underlying intent. There
are thus three key problems for an Al-based CST to solve: helping users discover what they want;
helping users express what they want to the CST in a way that it can be used to steer generative
model output; and helping users avoid fixation by showing them alternative ways of looking at the
design situation they are currently in.

To facilitate user expression of intent, it may be necessary to move past the exclusive use of
textual prompts—which have previously proven difficult for people to use effectively, especially
when they are relatively inexperienced with the particular generative model they are trying to
use [Zamfirescu-Pereira et al. 2023]. Prompting techniques that elicit improved performance on a
particular task from one model may nevertheless worsen another model’s performance on the same
task [Mizrahi et al. 2023], and restricting users to textual prompting alone deprives them of more
straightforward interaction techniques for many modes of content; parts of images, for instance,
may be much more straightforwardly and precisely indicated via pointing and gesture than via
textual description. Domain-specific alternatives to text-only prompting for model steering have
been suggested by a number of researchers [Chung et al. 2022; Chung and Kreminski 2024; Lin
et al. 2023], and many valuable new interaction techniques likely remain to be discovered in this
area. In particular, easier-to-use control modes for specifying aspects of creative intent that are
difficult to express through text may represent an especially fruitful focus for future work.

To facilitate user discovery of intent, meanwhile, prior work on a class of CSTs described as
“reflective creators” [Kreminski and Mateas 2021] may be relevant. Broader design research on the
key role of reflection in design processes [Schon 1983] and HCI research on designing systems
to promote user reflection in general [Bentvelzen et al. 2022] may also apply. Design patterns for
helping users to reflect on what they intend and why are directly applicable to the elicitation of
explicitly stated expressive intents from users, and the deliberate introduction of friction into the
creative process in order to provoke greater reflection is strongly compatible with recent calls to
value the user’s creative struggle [Zhou and Sterman 2023] in Al-based CST design.

7.1 Evaluating Progress Toward Abundance

How can we tell if our tools are making progress toward the goal of improving originality by
drawing out distinctive user intent? Ever since the field was founded, the evaluation of CSTs has
been considered one of the hardest problems in CST research and design [Hewett et al. 2005]—
in part due to the diversity of creative domains, tasks, users, and goals that CSTs might aim to
support, and in part due to fundamental difficulties with the definition and evaluation of creativity
as a concept. Moreover, despite the introduction of a standardized survey instrument for CST
evaluation [Cherry and Latulipe 2014], relatively little progress has been made toward a field-wide
consensus on the best way to evaluate CSTs [Remy et al. 2020]. Nevertheless, we believe that some
existing evaluation methods may prove especially well-suited to the task of evaluating tool effects
on intentional originality.

To evaluate the raw distinctiveness of different users’ tool-influenced creative products, sev-
eral different forms of homogenization analysis [Anderson et al. 2024; Doshi and Hauser 2023;
Padmakumar and He 2023] have been proposed. Generally speaking, homogenization analysis
involves the production by tool users of many different artifacts, followed by the embedding of these
artifacts in some sort of semantic embedding space (e.g., via sentence embeddings [Reimers and
Gurevych 2019] for short textual expressions of ideas) and the quantitative comparison of semantic
similarity between the resulting embedding vectors. Among other applications, homogenization
analysis can be used to draw direct comparisons between two or more different CSTs in the same
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creative context; to quantify the degree to which homogenization effects arise from individual-level
fixation [Alipour et al. 2018; Crilly 2019; Jansson and Smith 1991; Purcell and Gero 1996] as opposed
to group-level similarity of Al suggestions; and to evaluate a single CST against multiple different
creative contexts in order to determine whether it exhibits homogenization effects consistently or
inconsistently across these different contexts.

A closely related family of evaluation approaches, which we term overlap analysis [Joshi and
Vogel 2024; Padmakumar and He 2023; Roemmele and Gordon 2018], may be useful when the goal
is to evaluate the extent to which authors are influenced by CST suggestions in the context of
writing. These approaches examine the extent to which sequences of words from a tool’s output
are reproduced in the final output of a tool-influenced creative process, with higher degrees of
overlap likely indicating a greater degree of tool influence on user creative choices. Note that
different levels of overlap between intermediate tool output and final user output may be desirable
in different contexts, and a middling level of tool influence on user output may arguably be best
overall; middling levels of overlap would likely suggest that users consider tool suggestions useful,
but are not inclined to let tool suggestions completely displace their own originality.

Because both homogenization analysis and overlap analysis can be conducted automatically to
produce quantifiable results, they may be especially useful in conjunction with approaches that
aim to visualize and characterize quantifiable dimensions of user movement through design spaces
as they continue using a single tool [Alvarez et al. 2022; Kreminski et al. 2022b]. Visualizations
of user artifacts in relation to broader design spaces defined by a particular generative method
have been directly applied to the study of whether Al-based CSTs lead to homogeneity of output
in the past [Kreminski et al. 2022b]; combining these successful past approaches with additional
quantitative dimensions that aim to capture artifact originality may yield novel visual analytic
techniques for CST evaluation.

Beyond directly measurable characteristics of the creative process, the user’s self-reported sense
of responsibility for creative outputs may function as a qualitative correlate of intent preservation
in finished artifacts. One recent study [Joshi and Vogel 2024] finds that the use of longer prompts
tends to increase users’ feelings of responsibility for their own Al-mediated creative outputs, and
hypothesizes that these increased feelings of responsibility may result from increased overlap
between phrases written by users in prompts and phrases appearing in model output. Meanwhile,
another recent study [Anderson et al. 2024] finds that users feel less responsible for their own
creative outputs when using a tool that exerts a stronger homogenization effect on their creative
process, again suggesting that subjective sense of responsibility may accurately reflect a CST’s
displacement of user intent. This possible correlation should be investigated further, but if it holds,
it may serve as a relatively easy-to-evaluate means of cross-checking quantitative with qualitative
data in attempts to determine whether a particular CST tends to produce a dearth of the author.

Finally, the expressive communication [Louie et al. 2022] framework for CST evaluation may be
the gold standard for evaluating the preservation of user intent through the creative process. This
framework involves first asking CST users to create an artifact that reflects a particular creative
intent, then passing this artifact along to another set of human audience members and asking them
to characterize the artifact. The extent to which the intent of the tool user is accurately received
and reported by the audience members can then be evaluated to determine if a tool is effective
at assisting its user in communicating feelings, ideas, or other aesthetic qualities to the audience.
This framework may need to be adapted somewhat to account for the fact that an artist’s creative
intent is generally not fully formed at the beginning of the creative process (and in fact may be
very ill-defined at first), but the broad concept of using a second pool of human evaluators to
determine whether a tool is successful at supporting expressive communication still seems likely
to be especially valuable for CST evaluation.
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8 CONCLUSION

We have used an information-theoretic perspective to characterize a major recurring difficulty for
Al-based CSTs: the dearth of the author, or relative sparseness of authorial intent in creative output,
that may arise from their use. This characterization puts research on modern Al-based CSTs into
direct conversation with parallel work on classical generative methods. An information-theoretic
view of how generative models are able to produce large output artifacts from small user inputs
enables us to conclude that the homogenization effects of Al-based CSTs can be addressed by
making changes to generative models themselves, how we make use of their outputs, or what we
provide them with as input. However, we also find that the only way to decrease homogenization
while also preserving or increasing user control of creative outcomes involves the expansion of
user input specifically—suggesting that the elicitation of user intent represents a central challenge
for designers of Al-based CSTs.

This approach reflects a fundamental truth about the creative process: namely, that it is a process
of making decisions. The ultimate fantasy of artificial intelligence is that it will simply “do what
we mean” without further input—but if art is about deciding what we mean and why, there can
ultimately exist no system, Al or otherwise, that is capable of simply extracting and executing a
user’s artistic intent without further involvement from the user. Instead, Al-based CSTs must take
up the hard problem of helping users think through their intent—which is rarely as precisely defined
at the start of the creative process as we initially believe it to be—and then gradually transform
that intent into a finished artifact that accurately reflects the meaning the user is hoping to convey.
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