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Figure 1: Homogenization analysis involves semantic similarity comparisons between artifacts produced by users of a creativity
support tool (CST). Here, users of the CST on the left (in yellow) and the CST on the right (in purple) each produce similarly
homogenous sets of artifacts as individuals—but collectively, users of the CST on the right produce a more homogenous set of
artifacts at the group level (as shown by the higher degree of overlap between the sets of artifacts produced by each user).

ABSTRACT
The evaluation of creativity support tools (CSTs)—software systems
intended to support human creativity—remains an open problem,
in part because creativity is fundamentally difficult to define and in
part because different CSTs target awide variety of different creative
domains. We propose a new, general-purpose evaluation criterion
for CSTs: namely, the extent to which a CST homogenizes the
creative output of its users.We also demonstrate oneway to conduct
this kind of homogenization analysis, leveraging semantic similarity
between embeddings of users’ creative outputs to quantify the
degree of homogenization that a CST induces.

CCS CONCEPTS
•Human-centered computing→ Empirical studies in HCI;
• Applied computing → Arts and humanities; • Computing
methodologies→ Natural language processing.
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1 INTRODUCTION
Success in creative contexts (such as creative writing and prod-
uct design) often hinges on the ability to come up with ideas that
are—in line with prominent creativity researcher Margaret Boden’s
definition of creativity—simultaneously “new, surprising, and valu-
able” to some extent [7]. Research in creativity support tools (CSTs)
has long aimed to produce software systems that can support parts
of human creative processes [14, 23, 49]. However, evaluating CSTs
has been considered an open problem since the founding of the
field [27], and recent reviews of CSTs research confirm that the
evaluation problem remains one of the thorniest issues facing the
field today [46].

Meanwhile, following the incorporation of modern generative
AI technologies (such as large language models and text-to-image
models) into CSTs, researchers have begun to express concern that
the widespread use of a small number of highly centralized, data-
driven AI systems may lead to decreased diversity in the outputs
of creative processes that incorporate these tools [9, 22, 26, 35].
These concerns resonate with earlier work that has proposed di-
versity of output as a potential evaluation criterion for AI-based
CSTs [10, 33]. Despite these earlier discussions, however, it is only
very recently that researchers have begun to directly study the ques-
tion of whether the use of AI-based CSTs leads to homogenization
of human creative output [3, 19, 28, 33, 41].

We propose that the degree of homogenization induced by a
CST on its users can be quantified and used as an explicit, cross-
domain evaluation criterion for CSTs, mitigating to some degree the
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difficulty of comparing CSTs across different creative domains and
enabling evaluators to more directly investigate a CST’s effects on
one fundamental facet of (divergent) creativity. Broadly speaking,
this kind of homogenization analysis (Figure 1) can be conducted
by means of a comparative user study in which participants are
asked to produce creative outputs using several different CSTs.
These outputs can then be embedded and the semantic similarity
between outputs compared by means of cosine similarity between
embedding vectors. Finally, these cosine similarity values can be
aggregated by CST to quantify the homogeneity of creative outputs
produced by users of each CST.

We piloted this approach in the context of a 36-participant com-
parative user study of ChatGPT [39] and an alternative, non-AI-
based CST [21], both of which were used for divergent ideation
in two different creative domains (product design and fictional
scenario development). Each participant completed four divergent
thinking tasks—half with support from ChatGPT, and half with sup-
port from the non-AI CST—yielding 1271 ideas in total. Based on
the resulting data, we apply homogenization analysis and find that
use of ChatGPT leads to greater group-level homogeneity, while
both CSTs are comparable in terms of individual-level homogeneity.
This, in turn, suggests that homogenization effects of ChatGPT stem
largely from the tool’s influencing different users to think along
similar lines, rather than from the tool’s tendency to promote cre-
ative fixation [1, 16, 29, 43] in users. These findings are supported
by qualitative evidence from participant survey responses. Further-
more, in Appendix A, we validate the use of our chosen sentence
embedding model for homogenization analysis by comparing it to
a human baseline in the context of an idea categorization task.

2 BACKGROUND AND RELATEDWORK
2.1 Prior Studies of Homogenization
To date, there have been relatively few direct studies of creative ho-
mogenization resulting from the use of CSTs. Early results include
Arnold et al.’s finding that “predictive text encourages predictable
writing” [3] in the context of single-word suggestions given by
smartphone keyboards and Kreminski et al.’s evaluation of whether
a (rules-based) AI poetry composition tool caused users to produce
more or less similar poems over time [33].

A form of homogenization analysis by means of sentence embed-
dings has been performed in the context of two recent studies of
LLM-supported writing. Padmakumar and He evaluate the baseline
GPT-3 model [8] versus the instruction-finetuned variant Instruct-
GPT [40] in the context of a short-form argumentative essay writing
task and find a homogenization effect from LLM assistance at both
the lexical and content levels, but only for the instruction-tuned
LLM [41]. Meanwhile, Doshi and Hauser evaluate GPT-4 in the
context of short-form fictional narrative writing and observe a
similar homogenization effect [19]. However, both of these studies
stop short of attempting to distinguish between individual-level
and group-level homogenization, and the authors of these articles
do not note the potential connection between their work and the
evaluation of CSTs in general.

While not addressing homogenization effects directly, several
other recent studies examine how LLMs change the writing of hu-
mans who use them for writing support. Lee et al. [34] find that

LLM support tends to increase the diversity of a user’s vocabu-
lary but may reduce their feelings of ownership for the text they
produce. Jakesch et al. [28] find that an opinionated LLM-based
CST influences the opinions expressed by its users in argumen-
tative writing. Similarly, Bhat et al. [6] find that LLM-supplied
next-phrase suggestions may alter the form and content of a hu-
man user’s writing even when the user dislikes these suggestions,
while Roemmele [47] finds that observation of LLM-generated text
can shape ideas expressed by human writers even when they do
not incorporate LLM-generated text directly into their writing.

Finally, in psychology, there have also been several recent at-
tempts to evaluate creativity via semantic similarity. The SemDis
platform [5] uses aggregated word embeddings [42] to determine
the semantic distance between an ideation prompt and ideas gen-
erated in response to that prompt, ultimately using this as a quan-
titative proxy for originality: one of the dimensions of creativity
evaluated by the Torrance Tests of Creative Thinking [50]. Another,
similar platform is provided and validated by Dumas et al. [20].
However, these studies focus on evaluating the creativity of people
rather than the effects of CSTs, and they do not investigate the
overall homogeneity of sets of creative outputs.

2.2 Evaluating Creativity and CSTs
Evaluation of CSTs has remained an open problem since essentially
the beginning of CST research [27], due in part to the ambiguous
and multifaceted nature of “creativity” as a phenomenon, in part to
the wide range of (sometimes contradictory) user needs associated
with different creative contexts, and in part to the lack of a clear
consensus around what aspects of CSTs should be evaluated [46].
Broadly speaking, approaches to the evaluation of CSTs can be
divided into two categories: those that primarily evaluate aspects of
the creative process when the CST is used, and those that primarily
evaluate the creative products that emerge from this process.

On the process side, CSTs are most frequently evaluated by
means of subjective self-reports of experience from tool users. The
Creativity Support Index (CSI) [12] is a widely used and psychome-
trically validated survey instrument that attempts to standardize
some aspects of this experience reporting process across different
CSTs. Other (often bespoke) survey instruments are also deployed
in CST evaluation, either as a supplement or an alternative to the
CSI (e.g., [13, 25, 31, 32, 52]). Process is sometimes also evaluated
via observation of user actions during the creative process (e.g.,
[2, 17, 31, 33, 52]).

On the product side, CSTs can be evaluated by examining the
quantity, quality, or other characteristics of the artifacts that their
users produce. The Torrance Tests of Creative Thinking (TTCT) [50]
evaluate the creativity of test-takers according to four facets of cre-
ative output: fluency, or sheer quantity of artifacts created; flexibil-
ity, or quantity of distinct categories of artifacts created; originality,
or dissimilarity of created artifacts to others’ creations; and elabo-
ration, or level of detail in created artifacts. These same criteria can
also be applied to the evaluation of CSTs by comparing users of two
ormore different tools along these lines. Notably, the TTCT does not
include artifact quality as an evaluation criterion; where studies of
CSTs have attempted to evaluate output quality, human raters have
usually been employed to judge the results (e.g., [15, 18, 24, 36]).
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Our comparison of ChatGPT to a non-AI CST makes use of both
process and product data, with a particular focus on the assessment
of homogenization effects via examination of creative products: the
ideas that study participants produce. Homogenization effects are
most closely linked to the originality dimension of the TTCT; like
other parallel studies of homogenization effects [19, 41], we inves-
tigate originality primarily by means of semantic similarity, using
a well-performing sentence embedding model [45] whose direct
predecessors [42] have been found to agree well with human judg-
ments of originality in creativity research [5, 20]. Incidental results
on other aspects of creativity (including fluency and self-reported
user experience) provide additional support for our findings.

3 METHODS
We conducted a within-subjects experiment to evaluate the effects
of using two different CSTs for idea generation: ChatGPT and the
Oblique Strategies Deck.

3.1 Participants
3.1.1 Recruitment. Participantswere recruited from academicmail-
ing lists, forums, and solicitations posted by the experimenters on
social media. Our study protocol and recruitment materials were
approved by the Santa Clara University IRB. Participation was in-
centivized with a $17.50 gift card for a one hour session. Participants
were required to have a stable Internet connection, a device capable
of screen-sharing, and access to a quiet place for the duration of
the session in order to participate in the study. Of the 36 partici-
pants originally recruited, three were excluded from all analyses for
failure to follow direction (e.g., not using ChatGPT when directed).

3.1.2 Demographics. Our sample included 33 participants, ranging
in age from 22 to 44 (M=28.36, SD=6.84), and including 63.63% (n=21)
men and 33.36% (n=12) women. We had 39.39% Black or African
American (n=13), 36.36% Asian (n=12), and 24.24% (n=8) White par-
ticipants. Participant occupations included 36.36% students (n=12),
30.30% creative professionals (e.g. game designer, writers, n=10),
and 33.33% other professionals (e.g registered nurse, social worker,
customer service, n=11). Educational experience included 15.15%
high school graduates (n=5), 15.15% participants with some college
(n=5), 48.48% college graduates (n=16), and 21.21% participants with
a Master’s degree or higher (n=7). Experience with text-based gen-
erative AI (e.g. ChatGPT) was varied, with 72.72% of participants
reporting daily (n=16) or weekly (n=8) usage of LLM tools, and
27.27% of participants reporting that they had used them once a
month or less (n=3), or never used them before the study (n=6).
Experience with generative art AI tools (e.g. Midjourney, Stable
Diffusion) was less common, with 63.63% of participants reporting
that they had either never used such tools (n=13), or used them
once a month or less (n=9), and 33.33% of participants reporting
that they used them about once a week (n=5) or daily (n=6).

3.2 Materials
3.2.1 ChatGPT. ChatGPT is a popular LLM-based tool trained to
respond to text instructions [39]. Participants in this study used the
versions of ChatGPT 3.5 released on May 3rd 2023 (n=6, 16.6%) and
on August 3rd, 2023 (30, 83.3%).

3.2.2 Oblique Strategies Deck. The Oblique Strategies deck, orig-
inally created by the artists Brian Eno and Peter Schmidt [21],
consists of a collection of cards with prompts designed to support
creative work. Example prompts include “Turn it upside down”,
“Don’t avoid what is easy”, “Destroy the most important thing”, and
“How would someone else do it?” We used a web app version of the
deck [48] as an alternative CST in our control condition.

3.2.3 Creative Ideation Prompts. Participants were asked to re-
spond to creative ideation prompts for two types of divergent think-
ing tasks: Product Improvement (PI) and Improbable Consequences
(IC). These prompts included:

• How could you make a stuffed toy animal more fun to play
with? (PI)

• How could you make a jigsaw picture puzzle more interest-
ing and engaging? (PI)

• Suppose a great fog has fallen over the earth, and all we can
see of people is their feet. What would happen? (IC)

• Suppose gravity suddenly became incredibly weak, and ob-
jects can float away easily. What would happen? (IC)

For each prompt, participants were instructed to generate as many
ideas as possible and to try to come up with ideas that no one else
would think of.

3.2.4 Creativity Support Index. The Creativity Support Index (CSI)
is a survey instrument for assessing the ability of a CST to assist
a user engaged in creative work [12]. We administered the CSI to
capture participant experiences with each CST after they used that
CST to complete a creative ideation task.

3.3 Procedure
All experimental sessions were remote-moderated over videocon-
ferencing software. In each session, participants were asked to
generate ideas in response to specific prompts, first while using
one of the two CSTs (ChatGPT, or the Oblique Strategies deck),
and then while using the other tool. Participants were instructed to
generate as many ideas as they could, and to try to come up with
ideas that no one else would think of.

During the session, participants were encouraged to think aloud,
to the degree that they felt doing so would not interfere with their
performance. The time was held constant at 8 minutes per prompt,
and participants responded to two prompts with each support tool.
With each tool, the first prompt asked participants to come up with
ideas for improving an existing product. The second prompt asked
them to consider an impossible situations and imagine as many
possible consequences as they could think of. The order of CSTs
and prompts was randomized per participant and balanced across
the entire experiment.

After using each tool the participants responded to the Creativity
Support Index questionnaire, and indicated the degree to which they
felt personally responsible for their output, or that they felt their
output came from the tool that they used. Each session concluded
with an open-ended discussion of each participant’s experience
with both ChatGPT and the Oblique Strategies deck.
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Figure 2: Participant responses were more homogenous at
the group level (i.e., more semantically similar to the average
embedding of all participant ideas) when using ChatGPT.1

4 RESULTS
We report on two categories of data that we gathered about each
CST: product and process. Product data includes the list of ideas
generated with each CST, which we evaluated for homogeneity as
well as for other dimensions of creativity (e.g., fluency). Process
data includes Creativity Support Index (CSI) ratings, ratings of
how responsible participants felt for the ideas they generated (vs.
crediting the CST), and a brief open-ended discussion with each
participant about the experience of using each CST, conducted at
the end of each experimental session.

4.1 Evaluating Homogenization
Our homogenization analysis was primarily based on semantic
similarity assessment via sentence embeddings [45]. Sentence em-
beddings allow us to quantify homogenization by comparing the
similarity of each idea a participant generated to the average em-
bedding of all participant ideas. This enables assessment of homo-
geneity at the group level. We can also perform a similar analysis
on the sets of ideas produced by each individual participant, to
gauge homogeneity at the individual level. By assessing both forms
of homogeneity in parallel, we can better judge whether a CST’s
homogenization effects stem from promotion of individual-level
creative fixation [1, 16, 29, 43] (i.e., increasing the propensity of
users to become stuck in creative “ruts”) or from influencing all
users to ideate along similar lines.

Our semantic similarity-based approach to homogenization anal-
ysis closely follows recent psychological studies of creativity [5, 20].
However, the specific sentence embeddings that we used for our
homogenization analysis (though high-performing at semantic sim-
ilarity tasks in general) have not previously been validated for
creativity assessment. As a result, we performed an experiment to
validate the agreement of these embeddings with human judgments
of semantic similarity on our dataset. See Appendix A for details.

1All error bars are 95% Confidence Intervals, with Cousineau-Morey (2008) corrections
for within-subjects data [37].

Figure 3: Participant responses were not observably more or
less homogenous at the individual level (i.e., more semanti-
cally similar to the average embedding of this participant’s
ideas) when using ChatGPT.

4.1.1 Group-Level Homogenization. When participants used Chat-
GPT as a CST, the ideas they produced were less divergent from
the average embedding of all ideas generated for that task, (M = .24,
SD = .07), compared to the ideas that they produced when using a
traditional CST, (M = .28, SD = .08), t(32) = 2.154, p = 0.038, d = .47,
95% CI [.00,.07]. See Figure 2. At the group level, ideas produced
with the help of ChatGPT were more homogenous.

4.1.2 Individual-Level Homogenization. When participants used
ChatGPT as a CST, the ideas they produced were not observably
more or less divergent from the average embedding of all of the
other ideas that they themselves generated for that task, (M = .65,
SD = .07), compared to semantic divergence for ideas that they
produced when using a traditional CST, (M = .66, SD = .08), t(32)
= .944, p = 0.352, d = .12, 95% CI [-.04,.01]. See Figure 3. At the
individual level, we did not observe a difference in homogeneity
for ideas generated using ChatGPT.

4.2 Supporting Results
4.2.1 Fluency. Participants generated roughly one additional idea—
approximately a 15% increase—when using ChatGPT as a CST (M
= 8.39, SD =3.39) compared to the number of ideas they generated
when using the Oblique Strategies Deck (M = 7.32, SD = 3.22), t(32)
= 2.10, p = 0.044, d = .32, 95% CI [.03,2.11].

4.2.2 Sense of Responsibility. Participants assigned less respon-
sibility to themselves (and more to the tool) for ideas generated
while using ChatGPT (M =48.17%, SD =26.22%), compared to ideas
generated while using the Oblique Strategies deck (M=63.63%, SD
=17.36%), t(32) = 3.21, p = 0.003, d = .67, 95% CI [-24.60%, -5.51%].

4.2.3 Interview Responses. Participants were asked to discuss their
own experiences using both tools, and several themes emerged from
those discussions (see Table 1). The single most common theme
was that ChatGPT felt easier to use, but the Oblique Strategies deck
felt more rewarding (27.78%, n = 10). The second most common
theme was a positive sentiment regarding the speed and accuracy of
ChatGPT responses (25.00%, n = 9). Some participants also reported
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Theme Example Responses n %
Effort/Reward Tradeoff (Oblique Strategies)
The non-LLM CST was more challenging, but also more rewarding.

Oblique Strategies got me thinking more creatively, but I got more responses with ChatGPT.
It was harder to use Oblique Strategies, but it was more fun and it got me to more interesting places. 10 27.78%

Speed/Accuracy (ChatGPT)
ChatGPT was fast, and its responses were accurate.

ChatGPT gave me the right answers.
Using ChatGPT is a very nice experience... It’s very fast and accurate. 9 25.00%

Low Engagement (ChatGPT)
Using ChatGPT was less engaging.

ChatGPT allowed me to turn my brain off. It did more of the heavy lifting.
ChatGPT reduced the confidence I had to come up with creative things on my own. 8 30.56%

Low Task Relevance (Oblique Strategies)
Responses from the traditional CST were less task-relevant.

I didn’t really understand Oblique Strategies. It didn’t relate to most of the questions.
The cards were inspirational, but most of them were just random thoughts. 7 19.44%

Repetitive Responses (ChatGPT)
ChatGPT responses were repetitive.

ChatGPT is a more research-based tool. ChatGPT is a bit repetitive, but it has a lot of data.
When I asked for more [ChatGPT] repeated half... When I want more, I want different more. 3 8.33%

High Engagement (Oblique Strategies)
A traditional CST was more engaging.

I got into a flow with Oblique Strategies.
[Oblique Strategies cards] were more interesting than ChatGPT. 3 8.33%

Premature Closure (ChatGPT)
The ChatGPT responses became too specific too quickly.

ChatGPT feels like it can go really specific really quickly. Almost more than you need.
With ChatGPT, I felt like it was more guided and way more specific. 2 5.56%

Table 1: Reflections on experiences with idea generation using both CSTs (ChatGPT and the Oblique Strategies deck).

finding ChatGPT to be less engaging (22.22%, n =8). A few partici-
pants felt that ChatGPT’s responses were too repetitive (8.33%, n =
3) and that ChatGPT’s responses became too specific too quickly
(5.56%, n = 2).

4.2.4 Creativity Support Index. We did not observe any differences
in Creativity Support Index (CSI) ratings for ChatGPT (M=78.03%,
SD =18.82%) and for the Oblique Strategies deck (M=73.98%, SD
=15.35 %), t(35) = 1.028, p = 0.312, d = .24, 95% CI [-3.94%, 12.02%].
We also observed no differences for any of the CSI sub-scales (Ex-
ploration, Engagement, Effort/Reward Tradeoff, Tool Transparency,
Expressiveness). We did not collect responses for the Collaboration
subscale, which is irrelevant and often omitted in exclusively single-
user contexts like that of our study (e.g., [4, 51]).

5 DISCUSSION AND CONCLUSION
The greater group-level homogeneity of ideas produced with Chat-
GPT, combinedwith the lack of any significant difference in individual-
level homogeneity between ideas produced with either CST, sug-
gests that ChatGPT leads different users to think along similar lines
(for instance by suggesting similar outputs in the context of similar
prompts) without contributing measurably to individual-level cre-
ative fixation (i.e., tendency of users to become creatively “stuck”).
This is supported by users’ lower feelings of responsibility for their
creative output when using ChatGPT (i.e., they felt that the ideas
belonged more to the CST than to them—perhaps because Chat-
GPT’s output played a larger role in shaping the specific ideas that
ChatGPT users suggested) and their anecdotal statements about
the subjective differences between the two CSTs: ChatGPT “did
more of the heavy lifting” and was perceived as giving “accurate”
responses or “the right answers”, whereas the Oblique Strategies
deck “got [users] to more interesting places”.

One potential alternative explanation of the apparent homoge-
nization effect of ChatGPT—that users simply produced more ideas,
and therefore necessarily more similar ideas, with ChatGPT—is
not borne out by the comparison between individual and group-
level homogenization results. Although fluency data does show that
ChatGPT users tended to produce slightly more ideas per ideation
prompt overall, a fluency effect on homogeneity would be expected
to appear at both the individual and group level, but individual-level
homogeneity remained consistent across both tools. This is another

reason to consider both individual and group-level homogeneity in
future homogenization analyses of CSTs.

Limitations of our study include the use of ChatGPT 3.5 (rather
than later, better-performing language models) and imperfect corre-
lation between embedding-based and human judgments of semantic
similarity. We selected ChatGPT 3.5 both for easy availability to
participants (at the time of our study, ChatGPT 3.5 was available to
users for free, whereas ChatGPT 4 and other LLMs of comparable
quality remained paywalled) and for ecological validity (we expect
a majority of LLM users to adopt the most readily available model
that they judge to be of acceptable quality). Nevertheless, future
studies should likely take improvements in LLM performance into
account, as well as potential differences between homogenization
effects of instruct-tuned and base models [41]. For a broader dis-
cussion of how embedding-based judgments of semantic similarity
compare to those of human raters, see Appendix A.

Altogether, we believe that homogenization analysis (as mod-
eled here) should be taken up as a useful additional tool in the CST
evaluation toolbox. The CST evaluation problem remains complex
and multifaceted, and no one evaluation technique can be expected
to serve as a “silver bullet”—but some CSTs (e.g., ChatGPT) can be
shown to increase homogeneity of output in some creative contexts,
and the ability to assess homogenization effects is important for
understanding a CST’s overall impact on human creativity. The
absence of any clear difference between ChatGPT and the Oblique
Strategies deck on any of the criteria evaluated by the Creativ-
ity Support Index suggests that homogenization analysis is able
to capture an important dimension of creativity that the CSI is
not equipped to address. Furthermore, homogenization analysis
shows promise as a domain-general technique: although this study
specifically made use of sentence embeddings [45] to assess the
homogeneity of sets of short texts, a similar approach could be
applied in any creative domain for which embedding models ex-
ist, including images [44] and audio [30]. For all of these reasons,
we argue for the adoption of homogenization analysis in future
evaluation of CSTs.
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A VALIDATING SENTENCE EMBEDDINGS FOR
HOMOGENIZATION ANALYSIS

Our primary homogenization analysis uses a transformer-based
sentence embedding model—all-MiniLM-L6-v2, one of the stan-
dard general-purpose sentence embedding models provided by the
Python SentenceTransformers library [45]—to evaluate the seman-
tic similarity between participant ideas expressed as short strings
of text. Our methodology here is similar to that employed in several
other recent psychological studies of creativity. Broadly speaking,
semantic similarity approaches to creativity research involve the
use of some algorithm to produce a numeric score representing the
similarity of a pair of creative artifacts; the originality of multiple
different artifacts can then be determined and compared relative
to a fixed reference point. The SemDis platform [5], a key example
of this approach, automates large-scale determination of seman-
tic similarity scores between ideas (expressed as short strings of
text) and the creative ideation prompt in response to which these
ideas were generated; similarity scores are determined by means
of cosine similarity between aggregated word embeddings [42], a
metric which has been found to agree well with human judgments
of semantic similarity [5, 20].

Aggregated word embeddings are generally outperformed on se-
mantic similarity tasks by more recent transformer-based sentence
embeddings, which (unlike aggregated word embeddings) take sen-
tence structure into account. However, the rapid pace of progress in
machine learning research means that transformer-based sentence
embeddings have not yet been validated against human judgments
of semantic similarity in the context of creativity research specifi-
cally. Therefore, in order to validate our use of all-MiniLM-L6-v2,
we conducted a small experiment to determine whether this model
agrees strongly with human judgments of semantic similarity on
our participant ideas dataset.

Our experiment took a set of human-constructed idea categories
as a source of ground truth for semantic similarity judgments
and evaluated several candidate embedding models in terms of
their agreement with the human coders’ manual classification of
ideas. Construction of categories followed an iterative grounded
theory approach [11]: coders reviewed the ideas generated for each
ideation prompt and iteratively formed groups of similar ideas, then
refined the ideas over the course of several successive coding passes.
This process ultimately generated 181 distinct idea categories from
1271 individual responses. Each participant’s responses were then
tagged with all relevant idea categories. Coders were kept unaware
of which ideas were generated by users of which CST.

Model IC_A IC_B PI_A PI_B Average
all-MiniLM-L6-v2 60.94% 58.61% 51.48% 64.63% 58.92%
all-mpnet-base-v2 58.91% 57.08% 51.30% 59.78% 56.77%

GloVe 840B 46.59% 47.25% 41.16% 40.02% 43.76%
Random 4.31% 2.37% 4.14% 2.94% 3.44%

Table 2: Percentage agreement of several different embedding
models with human idea categorization judgments. Columns
IC_A, IC_B, PI_A, and PI_B report performance on ideas gen-
erated in response to specific ideation tasks (IC = “Improbable
Consequences”, PI = “Product Improvement”).

To evaluate the alignment of sentence embedding models with
human-constructed idea categories, we first produced a category
embedding for each category by averaging together the individual
embeddings of the ideas belonging to this category. We then iter-
ated over each idea in the dataset, sorted the category embeddings
by their cosine similarity to the embedding of the idea being cate-
gorized, and assigned the idea to the 𝑛 categories represented by
the 𝑛 most similar category embeddings (where 𝑛 = the number of
categories human coders assigned to this idea). To avoid producing
artificially high similarity scores between ideas and their actual
human-assigned categories across the board, we also excluded each
idea’s own embedding from the average category embedding when
testing similarity to the idea’s actual human-assigned categories.

We then compared the model-assigned categories for each idea
to the actual categories human coders assigned to this idea, and
noted the percentage of overlap between these category sets. Finally,
we repeated this process for several different embedding models—
as well as a pessimistic baseline “model” that assigned each idea
to 𝑛 categories at random—and computed the human-agreement
percentage of eachmodel on participant ideas generated in response
to each of our four creativity tasks.

Results are reported in Table 2. Notably, our chosen sentence
embedding model (all-MiniLM-L6-v2) agrees with human idea
categorizations more than half the time across all four creativity
tasks; it therefore substantially outperforms both GloVe 840B (an
aggregate word embedding model previously assessed as state-of-
the-art for creativity research [5, 20]) and the random baseline
(which GloVe itself beats by more than an order of magnitude). It
also consistently outperforms all-mpnet-base-v2, the theoreti-
cally best overall general-purpose SentenceTransformers model, by
a small margin.

Sentence embedding models remain imperfect arbiters of se-
mantic similarity. In our categorization experiment, even the best-
performing embeddings model achieved only 59% agreement with
human coders on average. There also exists some evidence that
cosine similarity between sentence embeddings is more strongly
influenced by overlap in the set of nouns than by other similari-
ties [38], suggesting that these models do not take all of the nuances
of sentencemeaning into account when computing similarity scores.
However, the agreement between models like all-MiniLM-L6-v2
and human judgments of semantic similarity strikes us as high
enough to justify the use of these models for homogenization anal-
ysis in creativity research, in particular for the increased scale of
analysis that these models enable.

https://obliquestrategies.ca
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